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Summary
During emergency response operations many decisions have to be made. Information technologies provide
possibilities for new tools to support decision makers in decisions that comprise of many critical factors
and that require specialized knowledge. In these tools the complexity is tackled using modelling and
simulations of possible scenarios of response operations. Today, conceptual modelling in the field of
information technology is oriented on the ontological approach. Ontology is a shared vocabulary and an
unambiguous machine processed specification of terms together with their relationships. The ontology can
have the form of a taxonomy or classification, database schema or axiomatic theory. The ontological
modelling can be utilized along with expert systems for decision support. Expert systems, in contrast to
other approaches such as neural networks for instance, better reflect the domain knowledge and provide
justification for the decision. The aim of this paper is to describe prerequisites and design general schema
for decision support in response operations during biological incidents including the applicable technology.
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INTRODUCTION

The decision-making during emergency situa-
tions represents a specific set of decision cases,
which definitely belong to the unstructured ones.
Therefore, it is essential to identify important fac-
tors that characterize the extent and impact of the
incident on protected values (person’s life, health,
possession, etc.). Moreover, the scenarios of future

development should be found and verified. On the
basis of accepted scenarios, the measures con-
ducive to the minimisation, possibly elimination of
negative consequences of the incident are executed.

The emergency situation for the purposes of
this paper is defined as a biological incident, which
requires decision exceeding the scope of medical
perspective. In this intent the decision-maker, who
plays a key role, decides depending on a whole
range of incident parameters. The information
about the environment, where the infection has oc-
curred; speed, effectiveness and costs of the poten-
tial countermeasures (logistic and financial
restrictions); or the priorities of individual pro-
tected values are assigned to the medical decision
parameters. 
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CHARACTERISTICS OF DECISION-MAKING
ON BIOLOGICAL INCIDENTS

Firstly, the problem solving of the emerged prob-
lem assumes the identification of critical factors for
further decision-making on the basis of known infor-
mation about the incident. Afterwards, the transfor-
mation of these data and related knowledge in the
scenarios of potential development according to de-
fined criteria and target parameters is made. Informa-
tion support in form of Decision Support Systems
(DSS) can be utilized during this process. At the gen-
eral level, DSS represent interactive computer sys-
tems which help a user to utilize computer
communication, data, documents, knowledge and
models for problem solving and decision-making (7). 

The creation and testing of an incident model be-
comes a key activity during the preparation for the
occurrence of biological incident. Current modelling
is based on the gestalt approach to the decision-mak-
ing process where a human is the key decision factor.
Automated system can only support the decision-
making process, because it does not bear full respon-
sibility for the final decision. Decision support
system, created for the right reaction determination
of the crisis situation provoked by the biological
agents, should support the whole decision process
which consists of the following phases:

a) identification of an incident,
b) characterization of the emerged problem,
c) creation of the potential scenarios,
d) selection of set of the most probable scenar-

ios,
e) determination of the feasible reactions to the

incident,
f) selection of the appropriate subset of reac-

tions which will be realized.
The entire process runs in cycle with the iteration

count corresponding to the current incident progres-
sion. The schema of the decision support system dur-
ing the crisis situation can be built on the basis of the
procedure mentioned above (see also Figure 1). 

The entire system is structurally formed from
three main parts:

1) subsystem modelling the incident,
2) subsystem supporting the scenario creation,
3) subsystem supporting the selection of meas-

ures.
The proposed schema enables to comply the

characteristics demanded from the decision support
systems - for example applicability to the semi-struc-
tured or unstructured problems, support for the deci-
sion makers instead of the effort to replace them,

support of all phases of the decision-making process,
orientation to the effectiveness of the decision-mak-
ing process rather than to the efficiency; or support
of both individual and group decision making (5).

PROPOSAL OF THE APPROACH
TO PROBLEM SOLVING

The following characteristics are assumed for de-
cision support during solving the emergency situa-
tion. Input parameters are heretofore known
information about the incident, domain knowledge
from the area of epidemiology (especially causal re-
lationship between agents and their impact on the
protected values) and emergency management, pa-
rameters determining the protection level of pro-
tected values, potentially strategy of the impact
minimisation. Therefore, it is necessary to combine
up-to-date information and knowledge into appropri-
ate solution alternative during the entire problem
solving process. The mentioned above allow to eval-
uate the appropriateness of the approaches. 

All three mention parts of the problem solving
process can be realized while using various methods
and techniques. For example, cybernetic modelling
is based on the assumption of knowledge of the
causal or at least functional relationships represented
through the mathematical formulations (6). Cyber-
netic modelling also assumes the presence of agent
performing a certain activity (for example managing,
monitoring, predicting) on the examined process.
This way of modelling is therefore focused on the
modelling of functional knowledge within the exam-
ined system. 

Along with the cybernetic modelling, it is possi-
ble to utilize also its specific alternative - mathemat-
ical and qualitative modelling (3). This type of
modelling is based on the functional dependencies
represented in more or less exact form. Qualitative
modelling originates in idea of mathematical models
comprised from differential equations which include
constant values. These constants can be replaced by
the symbolic names. Afterwards, functional depend-
encies between two characteristics are specified as
monotonically increasing or decreasing function. All
other details are not necessarily known. 

Neural networks, as a tool utilizable in the sec-
ond subsystem of the proposed schema, are related
to the model types mentioned above. Neural net-
works transform the input parameters into the output
ones on the basis of the multilevel multicriterial se-
lection according to the defined rules for next level
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transition. The advantage of neural networks is the
possibility to “learn” how to determine the output
parameters on the basis of the input ones (10).
However, the neural networks are utilized within

the area of biology and chemistry (for example
(2)), the problem solving with their utilization
seems not to be suitable in this context, because of
two reasons:
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Fig. 1. General schema of the system
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1. First of all, the transformation of the do-
main knowledge to the internal neural network struc-
ture is considerably problematic. The right “training”
of neural network would require wide training set of
incidents, possibly input parameters identified on the
individual incident and its expected solution alterna-
tives. 

2. Apart from this fact, the internal structure
and the determination process of the result in context
of neural networks are perceived as a black box.
Therefore, the solution finding using neural networks
would not provide required justification in individual
parts of decision process.

The latter mentioned would influence both the
transparency of the result and the possibility to per-
form what-if analysis. Rather than scenarios of cer-
tain problem solving, the neural network would offer
only the solution which would be either accepted or
rejected. The neural network itself would not con-
tribute with any data for this acceptance or rejection.

Although qualitative models (for example a sys-
tem of differential equations describing the virus
spread (1)) are employed within the realm of biolog-
ical agents, according to the mentioned above it is
appropriate to apply the ontological modelling. This
is based on the knowledge structuring according to
diverse abstraction levels and with the usage of the
taxonomical and mereological relations. The basis of
the ontological modelling is the explicit conceptual-
ization represented in a formal language. 

Ontological models differ according to the fol-
lowing classification (6):

• Domain Ontology - conceptual knowledge
base from the domain (for example Galen - medical
terminology, or Enterprise Ontology - business struc-
ture and operation).

• Task Ontology - problem solving methods,
diagnostics, monitoring, designing, planning (for ex-
ample task ontology library of iBROW project).

• Upper-level Ontology - similar to the do-
main ontology with difference in broader focus on
the common-sense knowledge - general concepts
present in any ontology such as time ontology. For
example Cyc or SUMO (Suggested Upper Merged
Ontology) ontology. 

• Application Ontology - part of a particular
application which is comprised of domain as well as
task component (for example medical ontology of
project GAMES-II).

• Representation Ontology - language defini-
tion for the knowledge representation, so-called
metaontology (definition of programming lan-
guages).

The following list summarizes the reasons why
ontological modelling was chosen for the purposes

of the incident modelling:
• Ease of communication among people/or-

ganisations thanks to the unambiguous specification
of terms.

• Ease of cooperation of the computer sys-
tems (ontology as an exchange format for knowl-
edge). 

• Ease of knowledge application develop-
ment (ontology as a basic, conceptual layer of the
knowledge base, ontology as an on-line documenta-
tion).

• Domain connection (molecular biology, de-
cision-making).

The ontology describes concepts and relations
important within the chosen problem area. In this
way for instance, the concept of an agent can be
specified together with concepts of its characteristics
such as infectability, transmission, fatality, etc. and
put into a relation with an appropriate treatment and
response operation. Hence, ontology provides a
shared vocabulary and unambiguous computer
processed specification of terms together with their
relationships. The ontology can have the form of tax-
onomy or classification, database schema or ax-
iomatic theory. The main reasons for ontology
employment include capturing, sharing and reutiliz-
ing knowledge within the certain area; as well as
computer processing of captured domain knowledge. 

The consecutive steps should be followed during
the entire process of problem solving while creating
the ontology. These are:

1. Defining the ontology extent and domain
fields.

2. Informal/semiformal knowledge accumula-
tion

– Relevant terminology determination
– Terminology organisation
– Concept definition 
– Informal representation.
3. Specification of both information needs for

decision-making process, and criteria for testing.
4. Implementation - creation of normalized

schema and framework - prototype implementation
and model extension (control of functioning).

5. Quality assessment (considering the targets)
and improvement in tests for further development
and change tracking.

Decision support can be linked with the ontolog-
ical modelling based on expert systems. Expert sys-
tems, in contrast to other approaches such as neural
networks for instance, better reflect the domain
knowledge and provide better mechanisms for justi-
fication of the final decision. The expert systems cap-
ture domain knowledge in knowledge base, mostly
in form of defined rules and statements

Bureš et al.: Ontological models and expert systems
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An illustrative example of the expert system gen-
erating a possible scenario for response operation
could be as follows. Let us assume for the purpose
of this example that the agent causing the incident is
anthrax. Based on the domain knowledge in the form
of ontology the important characteristics would be
determined. Thus the authorized personnel com-
manding the response operations would be able to
found out that anthrax is transmissible through air
and a contact with infected animals. Thus it is impor-
tant to know for example the wind speed and wind
direction and also whether there are infected animals
or contaminated food. Once these environmental
characteristics and other data about the incident
would be supplied the expert system would be able
to suggest some actions based on the defined rules
and inferred facts. In this way the expert system
would suggest to provide for protective mask supply
or animal kill off in a particular area.

The knowledge base is created on the basis of

structured and semi-structured interviews with ex-
perts and analysis of available sources. Knowledge
capturing is therefore more explicit than in case of
neural networks.

Furthermore, verification and possibly inconsis-
tency detection are easier, and the entire process of
problem solving is more transparent. The expert sys-
tem structure is provided in the Figure 2. 

The major parts of an expert system are:
• Knowledge base - in form of rules or facts.
• Inference engine - mechanism determining

the appropriate rule for the incident and deriving new
facts which lead to the application of further rules,
etc.

• Explanation module - module elucidating
the process of the rule application based on the given
data about the incident and the derived facts.

• Communication module - user interface
for data entry. 

Bureš et al.: Ontological models and expert systems

Fig. 2. Structure of the expert system (adapted from (9))

Fig. 3. Applied expert system schema for decision support in emergency situations
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ONTOLOGY CREATION METHODOLOGY

The following tools and environments are suit-
able for creation of the ontological model of the in-
cident. These are for example VOEditor, DUET,
Visual Ontology Modeler (VOM), OILed, OBO-Edit
or OntoEdit. Regarding the previous experience and
availability of the environment, PROTÉGÉ environ-
ment can be recommended. 

Protégé is an open-source platform of tools for
the domain models and knowledge systems creation
based on ontologies. The Protégé’s core includes a
wide range of constructs and techniques for support
of activities such as: ontology creation, visualization
and manipulation in different forms of representation.
Protégé provides adjustable environment for con-
struction of domain-based knowledge models and
also communication tools for data entry. Protégé can
be extended while using modular architecture and
Java-based application-programming interface (API).
Thereby Protégé can be incorporated within more
complex ontology-based specialized systems.

Protégé platform provides two main ways of on-
tology modelling (8):

• Protégé-Frames editor provides construc-
tion and storage of frame-based ontologies compati-
ble with Open Knowledge Base Connectivity
protocol (OKBC). In this model, ontology consists
of:

a) set of classes organized into hierarchy to
represent distinctive concepts within a certain do-
main,

b) set of slots associated with classes to de-
scribe their properties and relationships,

c) set of instances of modelled classes to rep-
resent individual conceptual instances with specific
values for given slots. 

• Protégé-OWL editor enables ontology cre-
ation along with the Semantic Web concept, specifi-
cally according to the W3C Web Ontology Language
(OWL). Ontology comprises description of classes,
properties and individual instances. The formal se-
mantic rules specify derivation of further facts not
explicitly included in the ontology, but implied from
the meaning of other domain concepts. 

The support of scenario construction is ensured
by the expert system. Its operation should follow
steps listed below:

1) Information about incident are entered into
the system.

2) Inference mechanism applies the appropri-
ate rules according to the identified information, fur-
thered to the detection of information necessary to be
determined.

3) Explanation module enables examination of
the sequence of the applied rules and potential read-
justment of priorities during derivation.

The core of the entire problem solving is the on-
tology describing the agents and the mutual causal
relationships, specifically the knowledge base em-
bracing knowledge in epidemiology field and the in-
terference mechanism. Actual implementation of the
interference mechanism might be realized by the
JESS platform. JESS represents java-based develop-
ment environment for creation of knowledge-based
systems. This environment was constructed in late
nineties of the last century in Sandia National Labo-
ratories in Livermore, California. JESS was inspired
by the CLIPS expert systems which are (on the con-
trary) related to rule-based systems like OPS5 or
ART. JESS provides a rule engine as well as the
scripting language. The rule engine uses the im-
proved Rete algorithm for the evaluation of appro-
priate set of rules. Scripting language syntax
corresponds to the declarative programming lan-
guages like LIPS (4). The JESS platform enables cre-
ation of knowledge-based systems founded on the
declarative knowledge specified for example by the
ontology. 

Figure 3 depicts the structure of the mentioned
relation between the ontological modelling and the
expert system.

CONCLUSION

Emergency management comprises processes of
planning and managing activities during the prepa-
ration for the occurrence of incidents as well as dur-
ing the elimination of their consequences. There are
a lot of aspects of a emergency situation. One of the
most important is the protection of population health.
These issues become nowadays more and more com-
plex due to the character of potential sources of these
situations. 

Information technologies provide possibilities for
new tools for decision support including the realm of
biological incidents. This problem is not linked only
with the questions of decision support discussed
above. It embraces also the application of basic
knowledge resulting from research of biological
agents to systems utilizable in praxis, i.e. initial iden-
tification of unique biomolecular properties of exam-
ined systems, their functional characteristics as well
as construction of tools for detection, identification
or modulation (prophylaxis, therapy) of real
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processes within live systems. The fundamental
knowledge enables the systematic creation of new
knowledge, its storage in specialized databases, clas-
sification and utilization for emergency situation
solving with the employment of decision support sys-
tems. 

The ontology creation in such complex system
provides both a shared vocabulary and unambiguous
computer processed specification of terms used in
vocabulary. The certain processing of ontology can
have different forms, including a taxonomy or clas-
sification, database schema, and complete axiomatic
theory. The ontological modelling can be linked with
the decision support based on the expert systems,
which reflect the users’ demands on domain knowl-
edge more appropriately than neural networks. More-
over, these also provide more suitable mechanism for
justification of the final decision.

In addition to the theoretical development of the
discussed issues, the authors emphasise the contribu-
tion of decision support systems for solving of bio-
logical incidents for the model application as a
component of medical subsystem in general informa-
tion system. 
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